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Abstract The effective resistance or two-point resistance between two nodes of a resistor
network is the potential difference that appears across them when a unit current source is
applied between the nodes as terminals. This concept arises in problems which deal with
graphs as electrical networks including random walks, distributed detection and estima-
tion, sensor networks, distributed clock synchronization, collaborative filtering, clustering
algorithms and etc. In the previous paper (Jafarizadeh et al. in J. Math. Phys. 50:023302,
2009) a recursive formula for evaluation of effective resistances on the so-called distance-
regular networks was given based on the Christoffel-Darboux identity. In this paper, we con-
sider more general networks called pseudo-distance-regular networks or QD type networks,
where we use the stratification of these networks and show that the effective resistances be-
tween a given node, say α, and all of the nodes β belonging to the same stratum with respect
to α, are the same. Then, based on the spectral techniques, for those α,β’s which satisfy
L−1

αα = L−1
ββ (L−1 is the pseudo-inverse of the Laplacian of the network), an analytical for-

mula for effective resistances Rαβ(m) (the equivalent resistance between terminals α and β, so
that β belongs to the m-th stratum with respect to α) is given in terms of the first and second
orthogonal polynomials associated with the network. From the fact that in distance-regular
networks, L−1

αα = L−1
ββ is satisfied for all nodes α,β of the network, the effective resistances
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Rαβ(m) for m = 1,2, . . . , d (d is diameter of the network which is the same as the number of
strata) are calculated directly, by using the given formula.

Keywords Effective resistance · Pseudo-distance-regular networks · Stratification ·
Spectral distribution

1 Introduction

The study of electric networks was formulated by Kirchhoff [2] more than 150 years ago
as an instance of a linear analysis. Besides being a central problem in electric circuit the-
ory, the computation of resistances is also relevant to a wide range of problems ranging
from random walks (see [3]), the theory of harmonic functions [4] to lattice Green’s func-
tions [5, 6]. As it is well-known, the effective resistance (two-point resistance) between two
nodes of a resistor network is the potential difference that appears across them when a unit
current source is applied between the nodes as terminals. The effective resistance and mole-
cular structure descriptors based on it were much studied in the chemical literature [7, 8].
It is also closely related to average first passage time and average commute time which
are two important quantities in random walk models defined based on Markov chains. It
is shown in Ref. [9] that computation of average commute time can be obtained via the
Moore-Penrose generalized inverse of the (combinatorial) Laplacian matrix L = D − A,
where A is the adjacency matrix of the underlying network (graph) and D is the diagonal
matrix in which the ith diagonal entry is di (the degree of vertex i). Also, it has been shown
that this quantity and its square root are distance, since it can be shown that L−1 is sym-
metric and positive semidefinite. It is therefore called the Euclidean commute time (ECT)
distance. In fact, ECT distance is the same as effective resistance (effective resistance is
symmetric and satisfies the triangle inequality and so is a distance metric and sometimes
is called resistance distance). Therefore, any clustering algorithm (hierarchical clustering,
k-means, etc.) [10], which can be used in conjunction with ECT distance, deals with effec-
tive resistance. In fact, the concept of resistance distance between two vertices, introduced
by Klein and Randic [11] (defined to be the effective resistance between the two vertices,
when the graph is viewed as an electrical network with each edge carrying unit resistance)
in order to examine other possible metrics in (molecular) graphs, is intrinsic to the graph
with some nice purely mathematical interpretations and other interpretations [7, 12]. On the
other hand, there is the long recognized shortest path distance function which has been ex-
tensively studied and found many applications [13, 14]. For these two distance functions, the
shortest-path might be imagined to be more relevant when there is corpuscular communica-
tion (along edges) between two vertices, whereas the resistance distance might be imagined
to be more relevant when the communication is wave-like. That the communication of many
things is rather wave-like, such as, chemical communication in molecules and information
communication in networks, suggests a substantial potential for applications, beyond the
traditional electrical ones. Moreover, resistor network modeling is relevant to problems in-
cluding distributed detection and estimation [15, 16], sensor networks [17], distributed clock
synchronization [18], collaborative filtering, routing algorithms, clustering algorithms [19]
and etc. The connection between these problems and electrical networks originates from
the fact that electrical potentials on a grid are governed by the same difference equations as
those occurring in the other problems. In the problem of estimating vector valued variables
from noisy “relative” measurements, the measurement model can be expressed in terms of
a graph, whose nodes correspond to the variables being estimated and the edges to noisy
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measurements of the difference between the two variables associated with the correspond-
ing nodes (i.e., their relative values). This type of measurement model appears in several
applications such as sensor network localization, time synchronization, and motion consen-
sus. In [20], a characterization on the minimum possible covariance of the estimation error
has been obtained, when an arbitrarily large number of measurements are available. This
covariance has been shown to be equal to a matrix-valued effective resistance in an infinite
electrical network. Covariance in large finite graphs converges to this effective resistance as
the size of the graphs increases.

Recently, the authors have given a method for calculation of the effective resistance on
distance-regular networks [21], where the calculation is based on stratification introduced
in [22] and Stieltjes transform of the spectral distribution (Stieltjes function) associated
with the network. Also, in [21] it has been shown that the resistances between a node α

and all nodes β belonging to the same stratum with respect to the α (Rαβ(i) , β belonging
to the i-th stratum with respect to the α) are the same and the analytical formulas have
been given for two-point resistances Rαβ(i) , i = 1,2,3 in terms of the size of the network
and corresponding intersection array without any need to know the spectrum of the pseudo
inverse L−1. In the next work [1], the authors have used the algebraic structure of distance-
regular networks (Bose-Mesner algebra) such as stratification and spectral techniques spe-
cially the well known Christoffel-Darboux identity [23] from the theory of orthogonal poly-
nomials to give a recursive formula for calculation of all of the resistance distances Rαβ(i) ,
i = 1,2, . . . , d (d is diameter of the network which is the same as the number of strata)
on the network without any need to calculating the spectrum of the pseudo inverse of the
Laplacian of the network denoted by L−1. In this way they have shown that, the effective
resistance strictly increases by increasing the shortest path distance defined on the network,
i.e., Rαβ(m+1) − Rαβ(m) > 0 for all m = 1,2, . . . , d − 1. Here in this work, evaluation of ef-
fective resistances on more general networks called pseudo-distance-regular networks [24]
or QD type networks [25] is investigated, where we use the stratification of these networks
and show that the effective resistances between a given node such as α and all of the nodes
β belonging to the same stratum with respect to α are the same. Then, based on the spec-
tral techniques, an analytical formula for effective resistances Rαβ(m) such that L−1

αα = L−1
ββ

(those nodes α, β of the network such that the network is symmetric with respect to them) is
given in terms of the first and second orthogonal polynomials associated with the network.
Particularly, due to the fact that, in distance-regular networks we have L−1

αα = L−1
ββ for all

nodes α,β of the network, the effective resistances Rαβ(m) for m = 1,2, . . . , d are calculated
directly, by using the given formula.

The organization of the paper is as follows. In Sect. 2, we give some preliminaries such
as definitions related to electrical effective resistance, graphs, their adjacency matrices, strat-
ification of the graphs, pseudo-distance-regular graphs and spectral distribution associated
with the graphs. In Sect. 3, an analytical formula for calculating the effective resistances
in pseudo-distance-regular graphs as resistor networks is given in terms of the orthogonal
polynomials of the first kind and second kind associated with the networks. The paper is
ended with a brief conclusion and an Appendix.

2 Preliminaries

In this section we give some preliminaries such as definitions related to electrical effective
resistance, graphs, corresponding stratification, pseudo-distance-regular graphs and spectral
distribution techniques.
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2.1 Effective Resistances in Resistor Networks

A classic problem in electric circuit theory studied by numerous authors over many years, is
the computation of the resistance between two nodes in a resistor network (see, e.g., [26]).

A resistor network can be considered as an undirected graph which is a set of objects
called vertices or nodes, where some unordered pairs (but sets {x, y}) of the vertices are
connected by links called edges. Let � = (V ,E) be such a graph with v = |V | nodes and
u = |E| edges. Then, � can be viewed as a resistor network, where rij = rji is considered
as the resistance of the resistor connecting nodes i and j . Hence, the conductance is cij =
r−1
ij = cji so that cij = 0 if there is no resistor connecting i and j (the conductance cij

is considered as the weight on edge connecting nodes i and j ). The effective resistance
between a pair of nodes i and j , denoted by Rij , is the electrical resistance measured across
nodes i and j , when the network represents an electrical circuit with each edge (or branch,
in the terminology of electrical circuit) a resistor with (electrical) conductance cij . In other
words, Rij is the potential difference that appears across terminals i and j when a unit
current source is applied between them. It can be noted that, Rij is a measure of how ‘close’
the nodes i and j are: Rij is small when there are many paths between nodes i and j with
high conductance edges, and Rij is large when there are few paths, with lower conductance,
between nodes i and j . Indeed, the effective resistance Rij is sometimes referred to as the
resistance distance between nodes i and j .

Denote the electric potential at the i-th vertex by Vi and the net current flowing into
the network at the i-th vertex by Ii (which is zero if the i-th vertex is not connected to the
external world). Since there exist no sinks or sources of current including the external world,
we have the constraint

∑v

i=1 Ii = 0. The Kirchhoff law states

v∑

j=1,j �=i

cij (Vi − Vj ) = Ii, i = 1,2, . . . , v. (2.1)

Explicitly, (2.1) reads

L �V = �I , (2.2)

where, �V and �I are v-vectors whose components are Vi and Ii , respectively and

L =
∑

i

ci |i〉〈i| −
∑

i,j

cij |i〉〈j | (2.3)

is the Laplacian of the graph � with

ci ≡
v∑

j=1,j �=i

cij , (2.4)

for each vertex α. It should be noticed that, L has eigenvector (1,1, . . . ,1)t with eigen-
value 0. Therefore, L is not invertible and so we define the pseudo-inverse of L as

L−1 =
∑

i,λi �=0

λ−1
i Ei, (2.5)

where, Ei is the operator of projection onto the eigenspace of L−1 corresponding to eigen-
value λi . It has been shown that, the two-point resistances Rαβ are given by

Rαβ = 〈α|L−1|α〉 + 〈β|L−1|β〉 − 〈α|L−1|β〉 − 〈β|L−1|α〉. (2.6)
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This formula may be formally derived using Kirchoff ’s laws, and seems to have been long
known in the electrical engineering literature, with its appearing in several texts, such as
[27].

2.2 Graph and Its Adjacency Matrix

As defined in the previous subsection, a graph is a pair � = (V ,E), where V is a non-empty
set and E is a subset of {(x, y) : x, y ∈ V,x �= y}. Elements of V and of E are called vertices
and edges, respectively. Two vertices x, y ∈ V are called adjacent if (x, y) ∈ E, and in that
case we write x ∼ y. For a graph � = (V ,E), the adjacency matrix A is defined as

(
A)α,β =

{
1 if α ∼ β,
0 otherwise.

(2.7)

Conversely, for a non-empty set V , a graph structure is uniquely determined by such a matrix
indexed by V . The degree or valency of a vertex x ∈ V is defined by

deg(x) ≡ κ(x) = |{y ∈ V : y ∼ x}| (2.8)

where, | · | denotes the cardinality. The graph is called regular if the degree of all of the
vertices be the same. In this paper, we will assume that graphs under discussion are regular.
A finite sequence x0, x1, . . . , xn ∈ V is called a walk of length n (or of n steps) if xi−1 ∼ xi

for all i = 1,2, . . . , n. Let l2(V ) denote the Hilbert space of C-valued square-summable
functions on V . With each β ∈ V we associate a vector |β〉 such that the β-th entry of it is 1
and all of the other entries of it are zero. Then {|β〉 : β ∈ V } becomes a complete orthonormal
basis of l2(V ). The adjacency matrix is considered as an operator acting in l2(V ) in such a
way that

A|β〉 =
∑

α∼β

|α〉. (2.9)

2.3 Stratification

For x �= y let ∂(x, y) be the length of the shortest walk connecting x and y. By definition
∂(x, x) = 0 for all x ∈ V . The graph becomes a metric space with the distance function ∂ .
Note that ∂(x, y) = 1 if and only if x ∼ y. We fix a point o ∈ V as an origin of the graph,
called reference vertex. Then, the graph � is stratified into a disjoint union of strata:

V =
∞⋃

i=0

�i(o), �i(o) := {α ∈ V : ∂(α, o) = i}. (2.10)

Note that �i(o) = ∅ may occur for some i ≥ 1. In that case we have �i(o) = �i+1(o) =
· · · = ∅. With each stratum �i(o) we associate a unit vector in l2(V ) defined by

|φi〉 = 1√
κi

∑

α∈�i (o)

|α〉, (2.11)

where, κi = |�i(o)| is called the i-th valency of the graph (κi := |{γ : ∂(o, γ ) = i}| =
|�i(o)|). The closed subspace of l2(V ) spanned by {|φi〉} is denoted by 
(�). Since {|φi〉}
becomes a complete orthonormal basis of 
(�), we often write


(�) =
∑

i

⊕C|φi〉. (2.12)
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Fig. 1 Shows edges through α and β in a pseudo-distance-regular graph

2.4 Pseudo-Distance-Regular Graphs

Given a vertex α ∈ V of a graph �, consider the stratification (2.10) with respect to α such
that �i(α) = ∅ for i > d . Then, we say that � is pseudo-distance-regular around vertex α

whenever for any β ∈ �k(α) and 0 ≤ k ≤ d , the numbers

ck(β) := 1

κ(β)

∑

γ∈�1(β)∩�k−1(α)

κ(γ ), ak(β) := 1

κ(β)

∑

γ∈�1(β)∩�k(α)

κ(γ ),

bk(β) := 1

κ(β)

∑

γ∈�1(β)∩�k+1(α)

κ(γ ),

(2.13)

do not depend on the considered vertex β ∈ �k(α), but only on the value of k. In such a case,
we denote them by ck , ak and bk respectively. Then, the matrix

⎛

⎜
⎝

0 c1 . . . cd−1 cd

a0 a1 . . . ad−1 ad

b0 b1 . . . bd−1 0

⎞

⎟
⎠ (2.14)

is called the (pseudo-)intersection array around vertex α of �. It is shown in [24] that this
is a generalization of the concept of distance-regularity around a vertex (which in turn is a
generalization of distance-regularity). It should be noticed that for regular graphs � (κ(β) =
κ for all β ∈ V ), the numbers ck, ak and bk read as

ck = |�1(β) ∩ �k−1(α)|, ak = |�1(β) ∩ �k(α)|, bk = |�1(β) ∩ �k+1(α)|, (2.15)

where we tacitly understand that �−1(α) = ∅ (see Fig. 1). The intersection numbers (2.15)
and the valencies κi = |�i(α)| satisfy the following obvious conditions

ai + bi + ci = κ, κi−1bi−1 = κici , i = 1, . . . , d,

κ0 = c1 = 1, b0 = κ1 = κ, (c0 = bd = 0).
(2.16)

One should notice that, the definition of pseudo-distance regular graphs together with
(2.16), imply that in general, the valencies κi ( the size of the i-th stratum) for i = 0,1, . . . , d

do not depend on the considered vertex β ∈ �k(α), but only on the value of k.
The notion of pseudo-distance regularity has a close relation with the concept of QD type

graphs introduced by Obata [25], such that for the adjacency matrices of this type of graphs,
one can obtain a quantum decomposition associated with the stratification (2.10) as

A = A+ + A− + A0, (2.17)
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where, the matrices A+, A− and A0 are defined as follows: for β ∈ �k(α), we set

(
A+)βδ =

{
Aβδ if δ ∈ �k+1(α),
0 otherwise,

(
A−)βδ =

{
Aβδ if δ ∈ �k−1(α),
0 otherwise,

(
A0)βδ =

{
Aβδ if δ ∈ �k(α),
0 otherwise,

or equivalently, for |k,β〉,

A+|k,β〉 =
∑

δ∈�k+1(α),δ∼β

|k + 1, δ〉,

A−|k,β〉 =
∑

δ∈�k−1(α),δ∼β

|k − 1, δ〉, (2.18)

A0|k,β〉 =
∑

δ∈�k(α),δ∼β

|k, δ〉.

Since β ∈ �k(α) and β ∼ δ then δ ∈ �k−1(α) ∪ �k(α) ∪ �k+1(α).
It has been shown in [25] that, if 
(�) is invariant under the quantum components

A+,A− and A0, then there exist two sequences (called Szegö–Jacobi sequences) {ωl}∞
l=1

and {αl}∞
l=1 derived from A such that

A+|φl〉 = √
ωl+1|φl+1〉, l ≥ 0,

A−|φ0〉 = 0, A−|φl〉 = √
ωl |φl−1〉, l ≥ 1, (2.19)

A0|φl〉 = αl |φl〉, l ≥ 0,

where ωl+1 = κl+1
κl

κ2−(j), κ−(j) = |{i ∈ �l(α) : i ∼ j}| for j ∈ �l+1(α) and αl = κ0(j),
such that κ0(j) = |{i ∈ Vl; i ∼ j}| for j ∈ �l(α), for l ≥ 0. One can easily check that the
coefficients αi and ωi are given by

αk ≡ ak = κ − bk − ck, ωk ≡ β2
k = bk−1ck, k = 1, . . . , d. (2.20)

By using (2.17) and (2.19), one can obtain

A|φl〉 = βl+1|φl+1〉 + αl |φl〉 + βl|φl−1〉, l ≥ 0, (2.21)

with βl := √
ωl . Then, by using (2.21), one can deduce that

|φl〉 = Pl(A)|φ0〉, l = 1,2, . . . , d, (2.22)

where, Pl(A) = a0 + a1A + a2A
2 + · · · + alA

l is a polynomial of degree l in indeterminate
A and conversely Al can be written as a linear combination of P0(A),P1(A), . . . ,Pd(A). In
fact, it can be shown that [28], the unit vectors |φl〉 for l = 0,1, . . . , d are the orthonormal
basis produced by application of the orthonormalization process (Lanczos algorithm) to the
so called Krylov basis {|φ0〉,A|φ0〉,A2|φ0〉, . . . ,Ad |φ0〉} (for more details see for example
[22, 28]).
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2.5 Spectral Distribution Associated with the Network

In this subsection we recall some facts about the spectral distribution associated with the ad-
jacency matrix of the network. In fact, the spectral analysis of operators is an important issue
in quantum mechanics, operator theory and mathematical physics [29, 30]. Since the advent
of random matrix theory (RMT), there has been considerable interest in the statistical analy-
sis of spectra [31–33]. Also, the two-point resistance has a probabilistic interpretation based
on classical random walker walking on the network. Indeed, the connection between random
walks and electric networks has been recognized for some time (see e.g. [34–36]), where one
can establish a connection between the electrical concepts of current and voltage and corre-
sponding descriptive quantities of random walks regarded as finite state Markov chains (for
more details see [3]). Also, by adapting the random-walk dynamics and mean-field theory
it has been studied that [37], how the growth of a conducting network, such as electrical or
electronic circuits, interferes with the current flow through the underlying evolving graphs.
In [21], it has been shown that, there is also connection between the mathematical tech-
niques introduced in previous subsections and this subsection such as Hilbert space of the
stratification and spectral techniques (which have been employed in [22, 28, 38–40] for in-
vestigating continuous time quantum walk on graphs), and electrical concept of resistance
between two arbitrary nodes of regular networks, and so the same techniques can be used
for calculating the resistance. Note that, although we take the spectral approach to obtain an
explicit formula for the effective resistance in terms of orthogonal polynomials (which are
orthogonal with respect to the spectral distribution μ associated with the network) with three
term recursion relations, in practice as it will be seen in Sect. 3, the effective resistances will
be calculated without any need to evaluate the spectral distribution μ.

It is well known that, for any pair (A, |φ0〉) of a matrix A and a vector |φ0〉, it can be
assigned a measure μ as follows

μ(x) = 〈φ0|E(x)|φ0〉, (2.23)

where E(x) = ∑
i |ui〉〈ui | is the operator of projection onto the eigenspace of A correspond-

ing to eigenvalue x, i.e.,

A =
∫

xE(x)dx. (2.24)

It is easy to see that, for any polynomial P (A) we have

P (A) =
∫

P (x)E(x)dx, (2.25)

where for discrete spectrum the above integrals are replaced by summation. Therefore, using
the relations (2.23) and (2.25), the expectation value of powers of adjacency matrix A over
starting site |φ0〉 can be written as

〈φ0|Am|φ0〉 =
∫

R

xmμ(dx), m = 0,1,2, . . . . (2.26)

The existence of a spectral distribution satisfying (2.26) is a consequence of Hamburger’s
theorem, see e.g., Shohat and Tamarkin [41, Theorem 1.2].
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Obviously relation (2.26) implies an isomorphism from the Hilbert space of the stratifica-
tion onto the closed linear span of the orthogonal polynomials with respect to the measure μ.
More clearly, the orthonormality of the unit vectors |φi〉 implies that

δij = 〈φi |φj 〉 =
∫

R

Pi(x)Pj (x)μ(dx), (2.27)

where, we have used (2.22) to write |φi〉 = Pi(A)|φ0〉. Now, by substituting (2.22) in (2.21),
we get three term recursion relations between polynomials Pj (A), which leads to the fol-
lowing three term recursion relations between polynomials Pj (x)

xPk(x) = βk+1Pk+1(x) + αkPk(x) + βkPk−1(x) (2.28)

for k = 0, . . . , d − 1, with P0(x) = 1. Multiplying two sides of (2.28) by β1 · · ·βk we obtain

β1 · · ·βkxPk(x) = β1 · · ·βk+1Pk+1(x) + αkβ1 · · ·βkPk(x) + β2
k .β1 · · ·βk−1Pk−1(x). (2.29)

By rescaling Pk as Qk = β1 · · ·βkPk , the spectral distribution μ under question is character-
ized by the property of orthonormal polynomials {Qk} defined recurrently by

Q0(x) = 1, Q1(x) = x,

xQk(x) = Qk+1(x) + αkQk(x) + β2
k Qk−1(x), k ≥ 1

(2.30)

(for more details see [23, 41–43]).
It should be noticed that, the starting values of the recurrence (2.30) are Q−1 = 0, Q0 = 1.

If one starts from q−1 = −1, q0 = 0 and uses the same recurrence (with ω0 = 1)

xqn(x) = qn+1(x) + αnqn(x) + ωnqn−1(x), (2.31)

then qn is of degree n − 1, and by Favard’s theorem the different qn’s are orthogonal with
respect to some measure. The qn’s are called orthogonal polynomials of the second kind
(sometimes for Qn we say that they are of the first kind). They can also be written in the
form

qn(z) =
∫

R

Qm(z) − Qm(x)

z − x
dμ(x), (2.32)

(for more details see for example [44]).

3 Evaluation of Effective Resistances in Pseudo-Distance-Regular Resistor Networks

In this section, we consider pseudo-distance-regular graphs as resistor networks and obtain
an explicit formula for evaluation of effective resistances. The results obtained in this section
show that, there is a close connection between the techniques introduced in Sect. 2 such
as Hilbert space of the stratification and the orthogonal polynomials of the first and second
kind associated with the networks, and electrical concept of resistance between two arbitrary
nodes of the networks.

Hereafter, we assume that all nonzero resistances (associated with the edges) are equal
to 1. Then, by using (2.3), the off-diagonal elements of −L are precisely those of the corre-
sponding adjacency matrix A, i.e., we have

L = κI − A, (3.33)
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with κ ≡ κ1 = deg(α), for each vertex α.
Now, consider two nodes α,β ∈ V such that L−1

αα = L−1
ββ (as we will see in Sect. 4.1, for

distance-regular graphs as resistor networks, the diagonal entries of L−1 are independent of
the vertex, i.e., for all α,β ∈ V , we have L−1

αα = L−1
ββ ). Then, from the relation (2.6) and the

fact that L−1 is a real matrix, we can obtain the two-point resistance between the nodes α

and β as follows

Rαβ = 2(L−1
αα − L−1

αβ ). (3.34)

It should be noticed that, due to the stratification of the network, all of the nodes belonging to
the same stratum with respect to the reference node (a node which stratification is done with
respect to it), possess the same effective resistance with respect to the reference node (the
proof is given in the Appendix). More clearly, in order to evaluate the effective resistance
between two nodes α and β of a network, we consider one of the nodes, say α, as reference
node and stratify the network with respect to α. Then, β will belong to one of the strata with
respect to α, say the m-th stratum �m(α). Now, for all β ∈ �m(α), one can write

L−1
αβ(m) = 〈α|L−1|β〉 = 1√

κm

〈α|L−1|φm〉 = 1√
κm

〈α|Pm(A)L−1|α〉, (3.35)

where, we have used (2.11) and (2.22) and the lemma given in the Appendix. Then, by using
(3.34), we obtain for all β ∈ �m(α)

Rαβ(m) = 2√
κm

{√
κmL−1

αα − (Pm(A)L−1)αα

}

= 2√
κmω1 · · ·ωm

〈α|
√

κmω1 · · ·ωm1 − Qm(A)

κ1 − A
|α〉

= 2√
κmω1 · · ·ωm

∫

R−{κ}

Qm(κ) − Qm(x)

κ − x
dμ(x), (3.36)

where, the upper index m in L−1
αβ(m) and Rαβ(m) indicate that β belongs to the m-th stra-

tum with respect to α. Note that, we have substituted Pm(x) = 1√
ω1···ωm

Qm(x) and used the

equality Qm(κ) = √
κmω1 · · ·ωm which can be verified easily. It should be noticed that, the

result (3.36) can be written as

Rαβ(m) = 2√
κmω1 · · ·ωm

{∫

R

Qm(κ) − Qm(x)

κ − x
dμ(x) − 1

v

(
∂

∂x
Qm(x)

)∣
∣
∣
∣
x=κ

}

. (3.37)

Now, by using (2.32) and (3.37), we obtain the main result of the paper as follows

Rαβ(m) = 2√
κmω1 · · ·ωm

{

qm(κ) − 1

v

(
∂

∂x
Qm(x)

)∣
∣
∣
∣
x=κ

}

, m = 1,2, . . . , d. (3.38)

We recall that, the result (3.38) can be used only for evaluating the effective resistance
between nodes such that the network is symmetric with respect to them in the sense that,
stratification of the network with respect to these nodes produces the same strata. Then for
such nodes α and β , we will have L−1

αα = L−1
ββ .
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4 Examples

4.1 Evaluation of Effective Resistances on Distance-Regular Networks

First, we recall the definition of special kind of pseudo-distance-regular networks called
distance-regular networks:

Definition A pseudo-distance regular network � = (V ,E) is called distance-regular with
diameter d if for all k ∈ {0,1, . . . , d}, and α,β ∈ V with β ∈ �k(α), the numbers ck(β),
ak(β) and bk(β) defined in (2.13) depend only on k but do not depend on the choice of α

and β .

It should be noticed that, in distance-regular networks, the i-th adjacency matrix of the
network � = (V ,R) is defined by

(
Ai)α,β =

{
1 if ∂(α,β) = i,

0 otherwise.
(4.39)

Then, from the definition of Ai , for the reference state |φ0〉 (|φ0〉 = |o〉, with o ∈ V as
reference vertex), we have

Ai |φ0〉 =
∑

β∈�i (o)

|β〉. (4.40)

Then by using (2.11) and (4.40), we have

Ai |φ0〉 = √
κi |φi〉. (4.41)

Also, it can be shown that, for adjacency matrices of a distance regular graph, we have

A1Ai = bi−1Ai−1 + aiAi + ci+1Ai+1, for i = 1,2, . . . , d − 1,

A1Ad = bd−1Ad−1 + adAd.
(4.42)

Using the recursion relations (4.42), one can show that Ai is a polynomial in A1 of degree i,
i.e., we have

Ai = Pi(A1), i = 1,2, . . . , d, (4.43)

and conversely Ai
1 can be written as a linear combination of I,A1, . . . ,Ad (for more details

see for example [22]).
Now, it should be noticed that, stratification of distance-regular networks will be indepen-

dent of the choice of the reference node (the node which stratification is done with respect
to it). Then, clearly we will have L−1

αα = L−1
ββ for all α,β ∈ V with α �= β and consequently,

the result (3.38) can be used for evaluation of the effective resistance between any two arbi-
trary nodes α,β; It is sufficient to choose one of these nodes, say α, as reference node and
stratify the network with respect to it. Then, β will be contained in one of the strata, say
m-th stratum, with respect to α and so the effective resistance between α,β ∈ �m(α) can be
evaluated via (3.38).
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4.1.1 Cycle Network Cv

A well known example of distance-regular networks, is the cycle network Cv with κ = 2.
The network Cv for v = 2k or v = 2k + 1 consists of k + 1 strata, where the intersection
arrays for even and odd number of vertices are given by

{b0, . . . , bk−1; c1, . . . , ck} = {2,1, . . . ,1,1;1, . . . ,1,2} and (4.44)

{b0, . . . , bk−1; c1, . . . , ck} = {2,1, . . . ,1;1, . . . ,1,1}, (4.45)

respectively. Then, by using (2.20), for even v = 2k the QD parameters are given by

αi = 0, i = 0,1, . . . , k; ω1 = ωk = 2, ωi = 1, i = 2, . . . , k − 1, (4.46)

where, for odd v = 2k + 1, we obtain

αi = 0, i = 0,1, . . . , k − 1, αk = 1; ω1 = 2, ωi = 1, i = 2, . . . , k.

(4.47)

We consider v = 2k (the case v = 2k +1 can be considered similarly). Then, by using (2.30)
and (4.46), one can obtain

Q0 = 1, Q1 = x, Qi(x) = 2Ti(x/2), i > 1; qi(x) = Qi−1(x), i ≥ 1,

(4.48)

where, Ti ’s are Chebyshev polynomials in one variable, which are recursively defined by

T0 = 1, T1 = x, Tn(x) = 2xTn−1 − Tn−2, n > 1. (4.49)

Then, by using (3.38) and (4.48), the effective resistance between any two nodes α,β ∈
�m(α), is obtained as

Rαβ(1) = q1(2) − 1

2k

∂

∂x
Q1(x)

∣
∣
∣
∣
x=2

= 1 − 1

2k
,

Rαβ(m) = 2Tm−1(1) − 1

2k
T ′

m(1), for m > 1. (4.50)

4.1.2 (d + 1)-Simplex Fractals

(d + 1)-simplex fractal is a generalization of a two dimensional Sierpinski gasket to
d-dimensions such that its subfractals are (d + 1)-simplices or d-dimensional polyhedra
with S(d+1)-symmetry. In order to obtain a fractal with decimation number 2, we choose a
(d + 1)-simplex and divide all the links (that is the lines connecting sites ) into 2 parts and
then draw all possible d-dimensional hyperplanes through the links parallel to the transverse
d-simplices. Next, having omitted every other innerpolyhedra, we repeat this process for
the remaining simplices or for the subfractals of next higher generation. This way through
(d + 1)-simplex fractals are constructed. We label subfractals of generation (d + 1) in terms
of partition of 1 into (d + 1) positive integers λ1, λ2, . . . , λd+1. Each partition represents a
subfractal of generation d , and λ shows the distance of the corresponding subfractal from
d-dimensional hyperplanes which construct the (d + 1)-simplex. On the other hand, each
vertex denoted by partition of 2 into (d + 1) non-negative integers η1, η2, . . . , ηd+1 and ob-
viously the i-th vertex of subfractal (λ1, λ2, . . . , λd+1) is denoted by ηj = λj + δi,j , where
j = 1,2, . . . , d + 1 (for more details see [45, 46]).
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Fig. 2 (a) Shows 3-simplex
fractal with decimation number
b = 2. (b) Shows 5-simplex
fractal with decimation number
b = 2

(a)

(b)

Now, we consider the (d +1)-simplex fractal with decimation number b = 2 such that all
of the d + 1 vertices (20 . . .0)

︸ ︷︷ ︸
d+1

, (020 . . .0)
︸ ︷︷ ︸

d+1

, . . . , (0 . . .02)
︸ ︷︷ ︸

d+1

are connected via a resistor to each

other (see Fig. 2(a) and (b) for d = 2 and d = 4, respectively). Then, the number of vertices

o (d + 1)-simplex fractal is v = Cd+1
1 + Cd+1

2 = (d+1)(d+2)

2 such that the degree of each
vertex is κ = 2d . Also, it can be easily shown that the network has 3 strata with respect to
the reference node (200 . . .0), where the unit vectors |φi〉, i = 0,1,2 are given as follows

|φ0〉 = |200 . . .0〉
︸ ︷︷ ︸

d+1

,

|φ1〉 = 1√
2d

d+1∑

i=2

(|00 . . .0 2︸︷︷︸
i

0 . . .0〉 + |10 . . .0 1︸︷︷︸
i

0 . . .0〉), (4.51)

|φ2〉 =
√

2

d(d − 1)

∑

i,j=2,...,d+1;i<j

|0 . . .0 1︸︷︷︸
i

0 . . .0 1︸︷︷︸
j

0 . . .0〉.
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Then, one can show that

A|φ0〉 = √
2d|φ1〉,

A|φ1〉 = √
2d|φ0〉 + d|φ1〉 + 2

√
d − 1|φ2〉,

A|φ2〉 = 2
√

d − 1|φ1〉 + 2(d − 2)|φ2〉.
(4.52)

Also, by using the recursion relations (4.52) one can easily show that the adjacency matrices
A ≡ A1,A2 = J − A − I (where, J is all one matrix) satisfy the following relations

A2 = 2d.I (d+1)(d+2)
2

+ d.A + 4A2,

AA2 = (d − 1)A + 2(d − 2)A2.
(4.53)

It should be noticed that if we stratify the network with respect to another reference node
such as (1100 . . .0), the unit vectors will be obtained as

|φ0〉 = |1100 . . .0〉
︸ ︷︷ ︸

d+1

,

|φ1〉 = 1√
2d

{ ∑

i=3,...,d+1

(|10 . . .0 1︸︷︷︸
i

0 . . .0〉 + |010 . . .0 1︸︷︷︸
i

0 . . .0〉)

+ |200 . . .0〉 + |020 . . .0〉
}

,

|φ2〉 =
√

2

d(d − 1)

{ ∑

i=3,...,d+1

|00 . . .0 2︸︷︷︸
i

0 . . .0〉

+
∑

i,j=3,...,d+1;i<j

|00 . . .0 1︸︷︷︸
i

0 . . .0 1︸︷︷︸
j

0 . . .0〉
}

.

(4.54)

Then, one can show that, the same recursion relations as in (4.52) and (4.53) are satisfied
for this stratification, i.e., stratification of the network gives three-term recursion relations
independent of the choice of the reference node and so the network is distance-regular.

Now, by using (2.21) and (4.52), one can obtain

α0 = 0, α1 = d, α2 = 2(d − 2); ω1 = 2d, ω2 = 4(d − 1). (4.55)

Then, by using the recursion relations (2.30) and (2.31), one can see that

Q1(x) = x, Q2(x) = x2 − dx − 2d; q1(x) = 1, q2(x) = x − d. (4.56)

It should be noticed that, the intersection array of the (d + 1)-simplex fractal with dec-
imation number b = 2, can be evaluated by using (2.20) and (4.55) as: {b0, b1; c1, c2} =
{2d, d − 1;1,4} which implies that κ = b0 = 2d, κ2 = κb1

c2
= d(d−1)

2 . Now, by using (3.38)
and (4.56), the effective resistance between any node α ∈ V and β ∈ �m(α) for m = 1,2 is
given by

Rα,β(1) = 2

κ

(

1 − 1

v

)

= 1

d

(

1 − 2

(d + 1)(d + 2)

)

= d + 3

(d + 1)(d + 2)
,
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Fig. 3 Shows the Hexagon
network

Rα,β(2) = 1

d(d − 1)

{

q2(2d) − 1

v
(2x − d)|x=2d

}

(4.57)

= 1

d(d − 1)

{

d − 2

(d + 1)(d + 2)
.3d

}

= d + 4

(d + 1)(d + 2)
.

4.1.3 Hexagon Network

Consider the hexagon network with its diameters shown in Fig. 3. As the figure shows,
this network has 6 nodes with intersection array {b0, b1; c1, c2} = {3,2;1,3}. Then by using
(2.16) and (2.20), one can obtain

κ = 3, κ2 = 2; α0 = α1 = α2 = 0, ω1 = 3, ω2 = 6. (4.58)

Then, by using (2.30) and (4.58), we obtain

Q0 = 1, Q1 = x, Q2(x) = x2 − 3; q1(x) = 1, q2(x) = x. (4.59)

Now, by using (3.38) and (4.59), the effective resistance between any node α ∈ V and β ∈
�m(α) for m = 1,2 is given by

Rα,β(1) = 2

3

(

1 − 1

6

)

= 5

9
, Rα,β(2) = 1

3

{

q2(3) − 1

6
(2x)|x=3

}

= 2

3
. (4.60)

4.1.4 A Bipartite Distance-Regular Network with 2n Nodes

Consider a distance-regular network with 2n nodes and adjacency matrices as

A1 = σx ⊗ (Jn − In), A2 = I2 ⊗ (Jn − In), A3 = σx ⊗ In, (4.61)

where, Jn is an n × n matrix such that all of its entries are one. Then, one can show that

A2
1 = (n−1)I2n +(n−2)A2, A1A2 = (n−2)A1 +(n−1)A3, A1A3 = A2. (4.62)

By using (4.42) and (4.62), the intersection array of the network is given by

{b0, b1, b2; c1, c2, c3} = {n − 1, n − 2,1;1, n − 2, n − 1}.
Then, by using (2.16) and (2.20), one can obtain

κ = n − 1, κ2 = n − 1, κ3 = 1,

αi = 0, i = 0,1,2, ω1 = n − 1, ω2 = (n − 2)2, ω3 = n − 1.
(4.63)
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Fig. 4 Shows a
pseudo-distance-regular network
with 16 nodes derived from
Hadamard graph

Now, by using (2.30) and (4.63), we obtain

Q0 = 1, Q1 = x, Q2(x) = x2 − n + 1, Q3(x) = x3 − (n2 − 3n + 3)x;
q1(x) = 1, q2(x) = x, q3(x) = x2 − (n − 2)2.

(4.64)

So, by using (3.38) and (4.64), the effective resistance between any node α ∈ V and β ∈
�m(α) for m = 1,2,3 is given by

Rα,β(1) = 2

n − 1

(

1 − 1

2n

)

= 2n − 1

n(n − 1)
,

Rα,β(2) = 2

(n − 1)(n − 2)

{

q2(n − 1) − 1

2n
(2x)|x=n−1

}

= 2(n − 1)

n(n − 2)
, (4.65)

Rα,β(3) = 2

(n − 1)(n − 2)

{

q3(n − 1) − 1

2n
[3x2 − (n2 − 3n + 3)]|x=n−1

}

= 2n − 3

(n − 1)(n − 2)
.

4.2 Evaluation of Effective Resistance in Examples of Pseudo-Distance-Regular Networks

4.2.1 Pseudo-Distance-Regular Network Derived from Hadamard Network with 16 Nodes

Consider the pseudo-distance-regular network shown in Fig. 4. This network is obtained
from the Hadamard network with intersection array {4,3,2,1;1,2,3,4}. As Fig. 4 shows,
the network is symmetric with respect to the initial and final (horizontal) nodes 1 and 16 ∈
�4(1) and also with respect to the initial and final (vertical) nodes 6 and 11 ∈ �4(6). One
should notice that stratification of the network with respect to the nodes 1 and 16 produces
the same strata. For stratification with respect to the node 1 or 16, we have

κ = 4, κ2 = 6, κ3 = 4, κ4 = 1,

αi = 0, i = 0, . . . ,3; ω1 = 4, ω2 = 6, ω3 = 6, ω4 = 4
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(see (2.19)). Then, by using the recursion relations (2.30) and (2.31), one can obtain

Q4(x) = x4 − 16x2 + 24, q4(x) = x3 − 12x. (4.66)

Now, from (3.38), the effective resistance between nodes 1 and 16 ∈ �4(1) is given by

R1,16 = 1

12

{

q4(4) − 1

16
(4x3 − 32x)|x=4

}

= 2

3
. (4.67)

In order to evaluate the effective resistance between vertical nodes 6 and 11, one must con-
sider the stratification of the network with respect to the node 6 or 11. For this stratification,
we obtain

κ = 4, κ2 = 4, κ3 = 4, κ4 = 3

αi = 0, i = 0, . . . ,3; ω1 = 4, ω2 = 4, ω3 = 1, ω4 = 12.

Then, by using the recursion relations (2.30) and (2.31), one can obtain

Q4(x) = x4 − 9x2 + 4, q4(x) = x3 − 5x. (4.68)

Therefore, from (3.38), the effective resistance between nodes 6 and 11 ∈ �4(6) is given by

R6,11 = 1

12

{

q4(4) − 1

16
(4x3 − 18x)|x=4

}

= 65

24
. (4.69)

4.2.2 Pseudo-Distance-Regular Network Derived from Desargues

This network has 20 nodes with

{b0, b1, b2, b3, b4; c1, c2, c3, c4, c5} = {3,2,2,1,1;1,1,2,2,3}.

Then, by using (2.16) and (2.20), one can obtain

κ = 3, κ2 = 6, κ3 = 6, κ4 = 3, κ5 = 1,

αi = 0, i = 0,1, . . . ,5; ω1 = 3, ω2 = 2, ω3 = 4, ω4 = 2, ω5 = 3.

The stratification with respect to the initial node 1 and the final node 20 produces the same
strata. Therefore, the effective resistance between the nodes 1 and 20 can be evaluated by
using (3.38). By using the recursion relations (2.30) and (2.31), we obtain

Q5(x) = x5 − 11x3 + 22x, q5(x) = x4 − 8x2 + 4. (4.70)

Then, from (3.38), the effective resistance between nodes 1 and 20 ∈ �5(1) is given by

R1,20 = 1

6

{

q5(3) − 1

20
(5x4 − 33x2 + 22)|x=3

}

= 13

12
. (4.71)
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Fig. 5 Shows a
pseudo-distance-regular network
with 9 nodes

4.2.3 Pseudo-Distance-Regular Network Derived from Hadamard Network with 32 Nodes

Consider the pseudo-distance-regular network obtained from the Hadamard network with
intersection array {8,7,4,1;1,4,7,8} such that, the network is symmetric with respect to
the initial and final (horizontal) nodes 1 and 32 ∈ �4(1) and also with respect to the initial
and final (vertical) nodes 10 and 23 ∈ �4(10). One should notice that stratification of the
network with respect to the nodes 1 and 32 produces the same strata. For stratification with
respect to the node 1 or 32, we have

κ = 8, κ2 = 14, κ3 = 8, κ4 = 1,

αi = 0, i = 0, . . . ,4; ω1 = 8, ω2 = 28, ω3 = 28, ω4 = 8

(see (2.19)). Then, by using the recursion relations (2.30) and (2.31), one can obtain

Q4(x) = x4 − 64x2 + 224, q4(x) = x3 − 56x. (4.72)

Now, from (3.38), the effective resistance between nodes 1 and 32 ∈ �4(1) is given by

R1,32 = 1

112

{

q4(8) − 1

32
(4x3 − 128x)|x=8

}

= 2

7
. (4.73)

In order to evaluate the effective resistance between vertical nodes 10 and 23 ∈ �4(10), one
must consider the stratification of the network with respect to the node 10 or 23 and evaluate
R10,23 as before.

4.2.4 A Network with 9 Nodes

Consider the network given in Fig. 5 with 9 nodes and the following intersection array

{b0, b1; c1, c2} = {4,2;1,2}.

Then by using (2.16) and (2.20), one can obtain

κ = 4, κ2 = 4; α0 = 0, α1 = 1, α2 = 2, ω1 = ω2 = 4.
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Fig. 6 Shows a
pseudo-distance-regular network
with 16 nodes

As it can be seen from Fig. 5, the stratification with respect to the nodes 1 and 9 ∈ �2(1)

produces the same strata. Then, by using the recursion relations (2.30) and (2.31), one can
obtain

Q2(x) = x2 − x − 4, q2(x) = x − 1. (4.74)

Now, from (3.38), the effective resistance between nodes 1 and 9 ∈ �2(1) is given by

R1,9 = 1

4

{

q2(4) − 1

9
(2x − 1)|x=4

}

= 5

9
. (4.75)

4.2.5 A Network with 16 Nodes

Consider the network given in Fig. 6 with 16 nodes and the following intersection array

{b0, b1, b2, b3; c1, c2, c3, c4} = {4,3,2,1;1,2,3,4}.
Then by using (2.16) and (2.20), one can obtain

κ = 4, κ2 = 6, κ3 = 4, κ4 = 1;
αi = 0, i = 0,1, . . . ,4, ω1 = 4, ω2 = ω3 = 6, ω4 = 4.

As it can be seen from Fig. 6, the stratification with respect to the nodes 1 and 16 ∈ �2(1)

produces the same strata. Then, by using the recursion relations (2.30) and (2.31), one can
obtain

Q2(x) = x2 − 4, q2(x) = x. (4.76)

Now, from (3.38), the effective resistance between nodes 1 and 16 ∈ �2(1) is given by

R1,16 = 1

6

{

q2(4) − 1

16
(2x)|x=4

}

= 7

12
. (4.77)
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4.2.6 Generalized G2(m) Type Network

Consider the network with 2(2m+1 − 1) nodes and the following intersection array

{b0, b1, . . . , bm; c1, c2, . . . , cm, cm+1} = {3,2, . . . ,2;1,1, . . .1,3}.

Then by using (2.16) and (2.20), one can obtain

κ = 3, κi = 3.2i−1, i = 2, . . . ,m, κm+1 = 2m,

αi = 0, i = 0,1, . . . ,m + 1; ω1 = 3, ω2 = · · · = ωm = 2, ωm+1 = 6.

Then, the stratification with respect to the initial node 1 and the final node 2m+2 − 2 ∈
�1(1) produces the same strata. Therefore, from the fact that Q1(x) = x and q1(x) = 1, the
effective resistance between nodes 1 and 2m+2 − 2 ∈ �1(1) is obtained as

R
1,2m+2−2

= 2

3

(

1 − 1

2(2m+1 − 1)

)

= 2m+2 − 3

3(2m+1 − 1)
. (4.78)

5 Conclusion

Based on the stratification of the pseudo-distance-regular networks and using spectral tech-
niques, the evaluation of the effective resistances on these networks was discussed. It was
shown that, in these types of networks, the effective resistances between a node α and all
nodes β belonging to the same stratum with respect to the α are the same. Then, an explicit
analytical formula for the effective resistance between two nodes α,β of a pseudo-distance-
regular resistor network such that L−1

αα = L−1
ββ (L−1 is the pseudo-inverse of the Laplacian

matrix of the network) was given in terms of the first and second orthogonal polynomials
associated with the network. It was deduced that, the obtained result can be used for eval-
uation of the effective resistance between any two arbitrary nodes α,β in distance-regular
networks, where we have L−1

αα = L−1
ββ for all nodes α,β .

Appendix

In this appendix we prove the following lemma in connection with the equality of effective
resistance between the reference node and all of the nodes belonging to the same stratum
with respect to the reference node.

Lemma Let Rαβ denote the effective resistance between nodes α,β ∈ V . Then for pseudo-
distance-regular networks, by choosing one of the nodes, say α as reference node, the effec-
tive resistance Rαβ is the same for all nodes β ∈ �m(α), where m ∈ {1,2, . . . , d}.

Proof In order to prove the above lemma, we prove that in general for any pseudo-distance-
regular network with diameter d , we have 〈φ0|f (A)|β〉 (|φ0〉 ≡ |α〉) is the same for all
β ∈ �l(α), i.e.,

〈φ0|f (A)|β〉 = 1√
κl

〈φ0|f (A)|φl〉, (A.1)
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where, f (A) is any function of the adjacency matrix A of the network such that f (A) =∑d

l=0 akA
k and

|φl〉 = 1√
κl

∑

j∈�l(α)

|j〉, l = 0,1, . . . , d. (A.2)

To this aim, we take the Fourier transform of the unit vectors |φl〉 for l = 0,1, . . . , d as
follows

|φl,k〉 = 1√
κl

∑

j∈�l(α)

e2πijk/κl |j〉, l = 0,1, . . . , d; k = 0,1, . . . , κl − 1. (A.3)

Now, we show that

〈φ0|f (A)|φl,0〉 �= 0,

〈φ0|f (A)|φl,k〉 = 0, ∀k = 1, . . . , κl − 1.
(A.4)

To do so, we use the fact that there is a correspondence between the basis I,A, . . . ,Ad−1 and
the orthogonal polynomials Pi(A) defined by (4.43). In fact, as it was regarded previously
(see arguments about (4.43)), Al for l = 0,1, . . . , d can be written as a linear combination
of P0(A),P1(A), . . . ,Pd(A).

It should be noticed that, in Krylov subspace projection methods, approximations to the
desired eigenpairs of an n×n matrix A are extracted from a d-dimensional Krylov subspace

Kd(|φ0〉,A) = span{|φ0〉,A|φ0〉, . . . ,Ad−1|φ0〉}, (A.5)

where, |φ0〉 is often a randomly chosen starting vector called reference state and d � n,
i.e., the vectors |φ0〉,A|φ0〉, . . . ,Ad−1|φ0〉 constitute a basis for the Krylov subspace
Kd(|φ0〉,A). Then, the application of the orthonormalization process (the Lanczos algo-
rithm which is a modified version of the classical Gram-Schmidt orthogonalization process)
to the Krylov basis {Ak|φ0〉}d−1

k=0 is equivalent to the construction of a sequence of ortho-
normal basis |φj 〉 = Pj (A)|φ0〉, where Pj (A) = a0 + a1A + · · · + ajA

j is a polynomial of
degree j in indeterminate A.

As regards the above arguments, any function f (A) can be expanded as a linear combi-
nation of the polynomials Pj (A), i.e.,

f (A) =
d∑

j=0

bjPj (A). (A.6)

Then, we have

〈φ0|f (A)|φl,k〉 =
d∑

j=0

bj 〈φ0|Pj (A)|φl,k〉 =
d∑

j=0

bj 〈φj,0|φl,k〉
︸ ︷︷ ︸

δjl δk0

= 0, ∀k = 1, . . . , κl − 1.

(A.7)

Now, let we denote 〈φ0|f (A)|j〉 by xj for j ∈ �l(α). Then, from (A.7) we have

F

⎛

⎜
⎜
⎜
⎝

x1

x2
...

xκl

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎝

〈φ0|f (A)|φl,0〉
0
...

0

⎞

⎟
⎟
⎟
⎠

, (A.8)
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where, F is the κl × κl discrete Fourier transformation matrix(DFT) defined as Fjk =
1√
κl

e2πijk/κl . Therefore, by inverting F in (A.8), we obtain

⎛

⎜
⎜
⎜
⎝

x1

x2
...

xκl

⎞

⎟
⎟
⎟
⎠

= F †

⎛

⎜
⎜
⎜
⎝

〈φ0|f (A)|φl,0〉
0
...

0

⎞

⎟
⎟
⎟
⎠

= 1√
κl

⎛

⎜
⎜
⎜
⎝

〈φ0|f (A)|φl,0〉
〈φ0|f (A)|φl,0〉

...

〈φ0|f (A)|φl,0〉

⎞

⎟
⎟
⎟
⎠

. (A.9)

That is, we obtain xj = 〈φ0|f (A)|j〉 = 1√
κl

〈φ0|f (A)|φl,0〉 for all j ∈ �l(α). �

References

1. Jafarizadeh, M.A., Sufiani, R., Jafarizadeh, S.: Recursive calculation of effective resistances in distance-
regular networks based on Bose–Mesner algebra and Christoffel–Darboux identity. J. Math. Phys. 50(2),
023302 (2009)

2. Kirchhoff, G.: Über die Auflösung der Gleichungen, auf welche man bei der untersuchung der linearen
verteilung galvanischer Ströme geführt wird. Ann. Phys. Chem. 72, 497–508 (1847)

3. Doyle, P.G., Snell, J.L.: Random Walks and Electric Networks. The Carus Mathematical Monograph
Series, vol. 22, pp. 83–149. Mathematical Association of America, Washington (1984).

4. van der Pol, B.: The finite-difference analogy of the periodic wave equation and the potential equation.
In: Kac, M. (ed.) Probability and Related Topics in Physical Sciences. Lectures in Applied Mathematics,
vol. 1, pp. 237–257, Interscience, London (1959)

5. Molina, M.I.: Interaction of a discrete soliton with a surface mode. Phys. Rev. B 73, 014204 (2006)
6. Kyung, B., Kancharla, S.S., Sénéchal, D., Tremblay, A.-M.S., Civelli, M., Kotliar, G.: Pseudogap in-

duced by short-range spin correlations in a doped Mott insulator. Phys. Rev. B 73, 165114 (2006)
7. Klein, D.J., Ivanciuc, O.: Graph cyclicity, excess conductance, and resistance deficit. J. Math. Chem. 30,

271–287 (2001)
8. Xiao, W.J., Gutman, I.: On resistance matrices. MATCH Commun. Math. Comput. Chem. 49, 67–81

(2003)
9. Fouss, F., Saerens, M.: HITS is principal components analysis. In: WIC 2005, the 2005 IEEE/WIC/ACM

International Joint Conference on Web Intelligence, Compiègne (France), pp. 782–785, 19–22 Septem-
ber 2005

10. Barnett, S.: Matrices: Methods and Applications. Oxford University Press, Oxford (1992)
11. Klein, D.J., Randic, M.: Resistance distance. J. Math. Chem. 12, 81–95 (1993)
12. Klein, D.J.: Resistance-distance sum rules. Croat. Chem. Acta. 75, 633–649 (2002)
13. Dobrynin, A.A., Entringer, R., Gutman, I.: Wiener index of trees: theory and applications. Acta. Appl.

Math. 66, 211–249 (2001)
14. Lucic, B., Lukovits, I., Nikolic, S., Trinajstic, N.: Distance-related indexes in the quantitative structure-

property relationship modeling. J. Chem. Inf. Comput. Sci. 41, 527–535 (2001)
15. Barooah, P., Hespanha, J.P.: Estimation from relative measurements: error bounds from electrical anal-

ogy. In: Proc. of the 2nd Int. Conf. on Intelligent Sensing and Information Processing, Jan. 2005
16. Barooah, P., Hespanha, J.P.: Graph effective resistances and distributed control: spectral properties and

applications. In Proc. of the 45th Conf. on Decision and Contr., Dec. 2006
17. Kar, S., Moura, J.M.F.: Sensor networks with random links: topology design for distributed consensus.

IEEE Trans. Sign. Process. 56(7), 3315–3326 (2008)
18. Jeremy, R.K., Karp, R.M., Elson, J., Papadimitriou, C.H., Shenker, S.: Global synchronization in sen-

sornets. In: Proceedings of the 6th Latin American Symposium on Theoretical Informatics (LATIN’04),
pp. 609–624. Buenos Aires (2004)

19. Bai, F., Jamalipour, A.: Performance evaluation of optimal sized cluster based wireless sensor networks
with correlated data aggregation consideration. In: 33rd IEEE Conference on Local Computer Networks
(LCN), pp. 244–251, 14–17 Oct. 2008

20. Barooah, P., Hespanha, J.P.: Estimation from relative measurements: electrical analogy and large graphs.
IEEE Trans. Sign. Process. 56(6), 2181–2193 (2008)

21. Jafarizadeh, M.A., Sufiani, R., Jafarizadeh, S.: Calculating two-point resistances in distance-regular re-
sistor networks. J. Phys. A, Math. Theor. 40, 4949–4972 (2007)



Evaluation of Effective Resistances in Pseudo-Distance-Regular 199

22. Jafarizadeh, M.A., Salimi, S.: Investigation of continuous-time quantum walk via modules of Bose–
Mesner and Terwilliger algebras. J. Phys. A 39, 13295–13323 (2006)

23. Chihara, T.S.: An Introduction to Orthogonal Polynomials. Gordon and Breach/Science Publishers Inc.,
New York (1978)

24. Fiol, M.A., Garriga, E., Yebra, J.L.A.: Locally pseudo-distance-regular graphs. J. Comb. Theory, Ser. B
68, 179–205 (1996)

25. Obata, N.: Quantum probabilistic approach to spectral analysis of star graphs. Interdiscip. Inf. Sci. 10,
41–52 (2004)

26. Cserti, J.: Application of the lattice Green’s function for calculating the resistance of an infinite networks
of resistors. Am. J. Phys. 68, 896–906 (2000)

27. Seshu, S., Reed, M.B.: Linear Graphs and Electrical Networks. Addison–Wesley, Reading (1961)
28. Jafarizadeh, M.A., Sufiani, R., Salimi, S., Jafarizadeh, S.: Investigation of continuous-time quantum walk

by using Krylov subspace-Lanczos algorithm. Eur. Phys. J. B 59, 199–216 (2007)
29. Cycon, H., Forese, R., Kirsch, W., Simon, B.: Schrödinger Operators. Springer, Berlin (1987)
30. Hislop, P.D., Sigal, I.M.: Introduction to Spectral Theory: with Applications to Schrödinger Operators.

Applied Mathematical Sciences, vol. 113. Springer, New York (1995)
31. Porter, C.E.: Statistical Theories of Spectra: Fluctuations. Academic Press, New York (1965)
32. Mehta, M.L.: Random Matrices, 2nd edn. Academic Press, New York (1991)
33. Guhr, T., Muller-Groeling, A., Weidenmüller, H.A.: Random matrix theories in quantum physics: com-

mon concepts. Phys. Rep. 299, 190–425 (1998)
34. Kakutani, S.: Markov processes and the dirichlet problem. Proc. Jpn. Acad. 21, 227–233 (1945)
35. Kemeny, J.G., Snell, J.L., Knapp, A.W.: Denumerable Markov Chains. Springer, Berlin (1966)
36. Kelly, F.: Reversibility and Stochastic Networks. Wiley, New York (1979)
37. Tadic, B., Priezzhev, V.: Voltage distribution in growing conducting networks. Eur. Phys. J. B 30, 143–

146 (2002)
38. Jafarizadeh, M.A., Salimi, S.: Investigation of continuous-time quantum walk via spectral distribution

associated with adjacency matrix. Ann. Phys. 322, 1005–1033 (2007)
39. Jafarizadeh, M.A., Sufiani, R.: Investigation of continuous-time quantum walk on root lattice A and

honeycomb lattice. Physica A 381, 116–142 (2007)
40. Jafarizadeh, M.A., Sufiani, R.: Investigation of continuous-time quantum walks via spectral analysis and

laplace transform. Int. J. Quantum Inf. 5, 575–596 (2007)
41. Shohat, J.A., Tamarkin, J.D.: The Problem of Moments. American Mathematical Society, Providence

(1943)
42. Hora, A., Obata, N.: Quantum Decomposition and Quantum Central Limit Theorem. Fundamental Prob-

lems in Quantum Physics, pp. 284–305. World Scientific, Singapore (2003)
43. Hora, A., Obata, N.: An interacting Fock space with periodic Jacobi parameter obtained from regular

graphs in large scale limit. In: Hida, T., Saito, K. (eds.) Quantum Information V. World Scientific, Sin-
gapore (2002)

44. Totik, V.: Orthogonal polynomials. Surv. Approx. Theory 1, 70–125 (2005)
45. Jafarizadeh, M.A.: Restoration of macroscopic isotropy on (d + 1)-simplex fractal conductor networks.

Phys. A, Stat. Mech. Appl. 287(1–2), 1–25 (2000)
46. Jafarizadeha, M.A.: Hierarchy of critical exponents of currents on (d + 1)-simplex fractals. Eur. Phys. J.

B 4, 103–112 (1998)


	Evaluation of Effective Resistances in Pseudo-Distance-Regular Resistor Networks
	Abstract
	Introduction
	Preliminaries
	Effective Resistances in Resistor Networks
	Graph and Its Adjacency Matrix
	Stratification
	Pseudo-Distance-Regular Graphs
	Spectral Distribution Associated with the Network

	Evaluation of Effective Resistances in Pseudo-Distance-Regular Resistor Networks
	Examples
	Evaluation of Effective Resistances on Distance-Regular Networks
	Cycle Network Cv
	(d+1)-Simplex Fractals
	Hexagon Network
	A Bipartite Distance-Regular Network with 2n Nodes

	Evaluation of Effective Resistance in Examples of Pseudo-Distance-Regular Networks
	Pseudo-Distance-Regular Network Derived from Hadamard Network with 16 Nodes
	Pseudo-Distance-Regular Network Derived from Desargues
	Pseudo-Distance-Regular Network Derived from Hadamard Network with 32 Nodes
	A Network with 9 Nodes
	A Network with 16 Nodes
	Generalized G2(m) Type Network


	Conclusion
	Appendix
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


